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1 Preface

1 Preface

This report summarises the activities in research and teaching of the Chair of Applied Dynamics at
the University of Erlangen-Nuremberg between January and December 2014.

Part of LTD is the Independent Junior Research Group in the DFG Emmy Noether Programme
‘Simulation and optimal control of the dynamics of multibody systems in biomechanics and robotics’
that has been at the University of Kaiserslautern from May 2009 to March 2011. Research topics
are situated in the field of computational mechanics, in particular dynamics and applied mathe-
matics with focus on the simulation of human motion (everyday movements and sports) and robot
dynamics as well as the optimisation and optimal control of their dynamics. Further topics are
the modelling and simulation of artificial muscles as electromechanically coupled problems, multi-
rate systems with dynamics on various time scales, Lie group methods and viscous beam formulations.
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2 Team
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chair holder
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3 Research

3 Research

3.1 Emmy Noether Independent Junior Research Group

The Emmy Noether Programme by the German Research Foundation (DFG) supports young re-
searchers in achieving independence at an early stage of their scientific careers. Between May 2009
and March 2011, the Emmy Noether Independent Junior Research Group ‘Simulation and optimal
control of the dynamics of multibody systems in biomechanics and robotics’ has been affiliated with the
University of Kaiserslautern. The group has been transferred to the University of Erlangen-Nuremberg
in April 2011 being now part of the Chair of Applied Dynamics.

3.2 Bionicum

The Bavarian Environment Agency (LfU) (being the central authority for environmental protection
and nature conservation, geology and water resources management) has established the centre for
bionics ‘bionicum’ in 2012, consisting of a visitors centre in the Tiergarten of the City of Nuremberg
with a permanent exhibition and three research projects with a total financial volume of eight million
Euro. One of the projects investigates artificial muscles. The modelling and simulation of the dielectric
elastomer actors is developed at the LTD while the Institute for Factory Automation and Production
Systems (FAPS) works on the fabrication.

3.3 BaCaTeC

The Bavaria California Technology Center at the University of Erlangen-Nuremberg supports newly
initiated cooperations between researchers from Bavaria and California. From July 2014 on, Ba-
CaTeC sponsors the LTD for the established collaboration with the Stanford Synchrotron Radiation
Lightsource (SSRL) on ‘Inferring rigid substructures in proteins from X-ray data using the null space
topology’.

3.4 Cooperation partners

Besides numerous worldwide cooperations with scientists in academia, the LTD is in contact with other
institutions and industrial partners. The LTD cooperates with the Fraunhofer Institute for Industrial
and Economical Mathematics (ITWM) in Kaiserslautern on common interests like biomechanics and
nonlinear rod dynamics for wind turbine rotor blades. A recently started cooperation with the German
Research Center for Artificial Intelligence (DFKI), aims at bridging the gap between motion capturing
and biomechanical optimal control simulations. In collaboration with the Stanford Synchrotron Radi-
ation Lightsource (SSRL), the LTD does research on structural rigidity and conformational analysis
of biomolecules.

3.5 GAMM and GACM

Sigrid Leyendecker has been elected as an Executive Council Members of the German Association for
Computational Mechanics (GACM) for the period of January 2013 to December 2016. The objective
of GACM is to stimulate and promote education, research and practice in computational mechanics
and computational methods in applied sciences, to foster the interchange of ideas among various fields
contributing to computational mechanics, and to provide forums and meetings for the dissemination
of knowledge about computational mechanics in Germany.
In February 2014, she has further been elected as a member of the Managing Board of the Interna-
tional Association of Applied Mathematics and Mechanics (GAMM) for two years. GAMM promotes
scientific development in all areas of applied mathematics and mechanics, e.g. via the organisation of
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3 Research

workshops, in particular for younger scientists, and the international scientific annual GAMM meeting,
taking place in Erlangen in March 2014.

3.6 Scientific reports

The following pages present a short overview on ongoing research projects pursued at the Chair of
Applied Dynamics. These are partly financed by third-party funding (German Research Foundation
(DFG), Bavarian Environment Agency (LfU)) and in addition by the core support of the university.

Research topics

Various multibody dynamic models for the description of plane Kirchhoff rods
Holger Lang, Hannah Laube, Sigrid Leyendecker

Exponential variational integrators for split potential systems
Odysseas Kosmas, Sigrid Leyendecker

Characterizing rigidity in biomolecules with geometric tools
Dominik Budday, Sigrid Leyendecker, Henry van den Bedem

On the role of quadrature rules and system dimensions in variational multirate integrators
Tobias Gail, Sina Ober-Blöbaum, Sigrid Leyendecker

Structure preserving optimal control of a 3d-dimensional upright gait
Michael W. Koch, Sigrid Leyendecker

Various quadrature rules for the approximation of the action integral in non-linear beam
dynamics and elastostatics
Thomas Leitz, Sigrid Leyendecker

Relaxing mixed integer optimal control problems using a time transformation
Maik Ringkamp, Sina Ober-Blöbaum, Sigrid Leyendecker

Viscoelastic finite element modelling of dielectric elastomers
Tristan Schlögl, Sigrid Leyendecker

Various multibody dynamic models for the description of plane Kirchhoff rods

Holger Lang, Hannah Laube, Sigrid Leyendecker

The plane Kirchhoff rod model is well known in continuum mechanics for the dynamic simulation of
slender structures. It is a geometrically exact generalisation of the linear Euler-Bernoulli beam that
takes into account the effect of extensional and bending deformations. In contrast to a Reissner rod,
the rigid cross sections always stay perpendicular to the centerline of mass centroids. Therefore, it
does not incorporate transverse shear and it is well suited for very slim structures.
We consider a Finite Element discretisation that is based on the discrete Kirchhoff beam kinematics
displayed in Figure 1. It is a 2D restriction of the one proposed in [2] for 3D Kirchhoff and Cosserat
rods on a staggered grid. The proper choice of coordinates plays a crucial role concerning accuracy
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3 Research

and numerical complexity during time integration. Here, we compare three approaches, which are well
known in multibody dynamics simulations, and apply them to the proposed FE model.

Figure 1: Plane Kirchhoff beam kinematics. The directors zn resp. izn are parallel resp. orthogonal
to the discrete centerline tangents xn − xn−1. The director izn indicates the orientation of
the rigid cross section. x0 and z0 are prescribed as boundary values.

First approach It uses redundant absolute coordinates p = (z1,x1, . . . ,zN ,xN ), where the xn ∈ R
2

stand for the absolute translations (the cross section centroid positions) and zn ∈ S
1 = {z ∈ C :

‖z‖2 = 1} ≃ SO(2) for the absolute rotations (the cross section orientations). The shear rigidity
and the unity conditions for zn lead to internal holonomic constraints of the form g(p) = 0 with the
d’Alembert constraint forces G(p)⊤λ, where G(p) = ∇g(p). The standard index 1 version of the
equations of motion takes the form

[
p̈

λ

]

=

[
M(p) G(p)⊤

G(p) 0

]−1 [
f(p, ṗ, t)

−Ġ(p, ṗ)ṗ

]

(1)

with a state dependent mass M(p) and f(p, ṗ, t) incorporating the internal and external forces and
moments. Due to the parametrisation of rotations by complex numbers, f is free of trigonometric
expressions and therefore fast to evaluate. Solving the linear system of equation in each time step
grows with complexity O(N), as the structure is block-banded [3]. See Figure 2 on the left.

Second approach It uses minimal relative (or ‘joint’) coordinates q = (w1, ξ1, . . . , wN , ξN ). Here,
we let

ξn = ‖xn − xn−1‖ resp. wn = ℑ(z̄n−1zn) for n = 1, . . . , N (2)

for the relative translations resp. relative rotations. In the context of continuum mechanics, the
magnitudes ξn correspond to the extensional strains, the wn to the bending curvatures. This means
that the strains are used as the primary unknowns instead of the displacements, which is not standard
in continuum mechanics. We write q = ψ(p) to denote the forward recursion (2), transferring the
absolute to the relative coordinates. Its inverse, the backward recursive transformation p = ϕ(q), is
given by

xn = xn−1 + ξnzn resp. zn =
(√

1− w2
n + iwn

)
zn−1 for n = 1, . . . , N. (3)

System (1) is then transformed to the equivalent form

M(q)q̈ = Φ(q)⊤
{
f(p, ṗ, t)−M(p)Φ̇(q, q̇)q̇

}
∣
∣
∣
p=ϕ(q), ṗ=Φ(q)q̇

(4)
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Figure 2: Block-banded structure of the system matrix in (1) (left) and in (6) (right).

Figure 3: Banded structure of the system matrix in (1) (left) and in (6) (right) after reordering.

with the Jacobian Φ(q) = ∇ϕ(q) and the minimal mass matrix

M(q) = Φ(q)⊤M(p)Φ(q)
∣
∣
p=ϕ(q)

. (5)

Note that the columns of Φ(q) span the null space of G(ϕ(q)). Especially, we have G(ϕ(q))Φ(q) ≡ 0.
By the use of BDF-multistep methods, system (4) needs not necessarily be solved for q̈, which would
yield a complexity of order O(N3) for the numerical linear algebra in each time step. However, the
effort in linear algebra grows like O(N2), since the mass matrix is fully populated [1, 3], see Figure 4
on the right.
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Figure 4: Due to the use of joint coordinates the null space matrix Φ(q) has triangular structure (left).
The minimal mass matrix M(q) in (5) is full (right).

Third approach It is formulated in terms of so-called mixed coordinates, as it is introduced in [1] for
applications in multibody dynamics. System







p̈

q̈

λ

η






=







M(p) 0 G(p)⊤ −Ψ(p)⊤

0 0 0 E

G(p) 0 0 0

−Ψ(p) E 0 0







−1 





f(p, ṗ, t)
0

−Ġ(p, ṗ)ṗ

Ψ̇(p, ṗ)ṗ







p=ϕ(q), ṗ=Φ(q)q̇

(6)

with the Jacobian Ψ(p) = ∇ψ(p), is equivalent to (1). To see this, note that the analytic solution for
the artificial Lagrange multiplier η is η(t) ≡ 0. The effort for solving the linear system of equations in
(6) in each time step grows with complexity O(N), since the structure is block-banded [3]. However,
the bandwidth – after reordering – is 16 and thus larger than the one in (1), which is only 6, see
Figure 3.

Figure 5: Numerical effort in terms of right-hand-side function evaluations (left) and Jacobian evalu-
ations (right).

As can be seen from the numerical experiments in Matlab displayed in Figure 5, the mixed coordinate
formulation yields promising results – roughly a saving factor of 10 – concerning accuracy and nu-
merical complexity, estimated from the number of right-hand-side function and Jacobian evaluations.
Here, ‘BDF’ denotes the Matlab time integrator Ode15s, a variable order multistep method based
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on well-known backward differentiation formulas of order 1 to 5, see [4]. ‘RK’ denotes the Matlab

solver Ode45, based on the explicit embedded Runge-Kutta scheme of Dormand and Prince [4].
However, the computational amount of linear algebra needed to solve (1) and (6) in each time step
has to be taken into account in order to quantify the total numerical task objectively. This is the
topic of current research.

References

[1] E. Eich-Soellner, and C. Führer. Numerical methods in multibody dynamics. Teubner, 1998.

[2] H. Lang, and M. Arnold. Numerical aspects in the dynamic simulation of geometrically exact rods.
Applied numerical mathematics, Vol. 62(3), pp. 1411-1427, 2012.

[3] G. Golub, and C. Van Loan. Matrix computations. Third edition, John Hopkins university press,
1996.

[4] L.F. Shampine, and M.W. Reichelt. The Matlab ODE suite. SIAM journal on scientific computing,
Vol. 18(1), pp. 1-22, 1997.

Exponential variational integrators for split potential systems

Odysseas Kosmas, Sigrid Leyendecker

In many Hamiltonian systems, the potential energy function is composed of different parts with
strongly varying dynamics. As an example, in classical molecular dynamics, the potential energy
includes contributions of several types of atomic interaction. These interactions lead to extremely
stiff potentials which force the solution of the equations of motion to oscillate on a very small time
scale [1].
Following [1, 2], in order to derive numerical integration schemes for these systems, we split their
potential energy into a fast and a slow component. For the resulting Hamilton function, we derive
a family of higher order exponential variational integrators that use different quadrature rules in the
discrete action corresponding to the different potentials.

Review of variational integrators using interpolation techniques

For the derivation of high order variational integrators, we recall the discrete variational calculus [3].
A discrete Lagrangian is a map Ld : Q ×Q → R which may be considered as an approximation of a
continuous action with Lagrangian L : TQ → R, i.e. Ld(qk, qk+1) ≈

∫ tk+1

tk
L(q, q̇)dt. The action sum

Sd : QN+1 → R, N ∈ N corresponding to the Lagrangian Ld is defined as Sd(γd) =
∑N−1

k=0 Ld(qk, qk+1),
with γd = (q0, . . . , qN ) representing the discrete trajectory. The discrete Hamilton principle states
that a motion γd of the discrete mechanical system extremizes the action sum, i.e. δSd = 0. By
differentiation and rearrangement of the terms and having in mind that both q0 and qN are fixed, the
discrete Euler-Lagrange equations (DEL) are obtained [3]

D2Ld(qk−1, qk) +D1Ld(qk, qk+1) = 0, k = 1, . . . , N − 1 (1)

where the notation DiLd indicates the slot derivative with respect to the i-th argument of Ld.
The definition of the discrete conjugate momentum at time steps k and k + 1 reads pk =
−D1Ld(qk, qk+1), pk+1 = D2Ld(qk, qk+1), k = 0, . . . , N − 1. The latter equations, also known as
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position-momentum form of a variational integrator, can be used when an initial condition (q0, p0) is
known, to obtain (q1, p1).
To construct high order methods, we approximate the action integral along the curve segment between
qk and qk+1 using a discrete Lagrangian that depends only on the end points. We obtain expressions
for configurations qjk and velocities q̇jk for j = 0, . . . , S − 1, S ∈ N at time tjk ∈ [tk, tk+1] by expressing

tjk = tk + Cj
kh for Cj

k ∈ [0, 1] such that C0
k = 0, CS−1

k = 1 using

qjk = g1(t
j
k)qk + g2(t

j
k)qk+1, q̇jk = ġ1(t

j
k)qk + ġ2(t

j
k)qk+1, (2)

where h ∈ R is the time step. We choose functions

g1(t
j
k) = sin

(

u−
tjk − tk
h

u

)

(sinu)−1, g2(t
j
k) = sin

(

tjk − tk
h

u

)

(sinu)−1, (3)

to represent the oscillatory behavior of the solution, see [4]. For continuity, g1(tk+1) = g2(tk) = 0 and
g1(tk) = g2(tk+1) = 1 is required.
For any choice of interpolation used, we define the discrete Lagrangian by the weighted sum
Ld(qk, qk+1) = h

∑S−1
j=0 w

jL(qjk, q̇
j
k), where it can be easily proved that for maximal algebraic order

∑S−1
j=0 w

j(Cj
k)

m = 1
m+1 , where m = 0, 1, . . . , S − 1 and k = 0, 1, . . . , N − 1 see [4].

Applying the above interpolation technique with the trigonometric expressions (3), following the phase
lag analysis of [4], the parameter u can be chosen as u = ωh. For problems that include a constant and
known domain frequency ω (such as the harmonic oscillator) the parameter u can be easily computed.
For the solution of orbital problems of the general N -body problem, where no unique frequency is
given, a new parameter u must be defined by estimating the frequency of the motion of every moving
point mass [4].

Exponential integrators

We now consider the Hamiltonian systems

q̈ +Ωq = g(q), g(q) = −∇U(q), (4)

where Ω is a diagonal matrix and U(q) is a smooth potential function. We are interested in the long
time behavior of numerical solutions when ωh is not small.
Since qk+1 − 2 cos(hω)qk + qk−1 = 0 is an exact discretisation of (4), see [5], we can consider the
numerical scheme

qk+1 − 2 cos(hω)qk + qk−1 = h2ψ(ωh)g(φ(ωh)qk), (5)

where the functions ψ(ωh) and φ(ωh) are even, real-valued functions satisfying ψ(0) = φ(0) = 1, see
[1]. The resulting methods using the latter numerical scheme are known as exponential integrators
(for some examples of those integrators see [1]).

Exponential high order variational integrators If we now use the phase fitted variational integrator
in (4), the discrete Euler-Lagrange equations (1) read

qk+1 + Λ(u, ω, h, S)qk + qk−1 = h2Ψ(ωh)g(Φ(ωh)qk), (6)

where

Λ(u, ω, h, S) =

S−1∑

j=0

wj

[

ġ1(t
j
k)

2 + ġ2(t
j
k)

2 − ω2
(
g1(t

j
k)

2 + g2(t
j
k)

2
)

]

S−1∑

j=0

wj

[

ġ1(t
j
k)ġ2(t

j
k)− ω2g1(t

j
k)g2(t

j
k)

] . (7)
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Figure 1: Modified satellite solar system. Global error for the energy error using the proposed family
of exponential methods (red line) for S1 = 3, S2 = 5 and the ones that use S = 3 (blue line).

Exponentially fitted methods using phase fitted variational integrators can be derived when

Λ(u, ω, h, S) = −2 cos(ωh). (8)

holds. Thus, phase fitted variational integrators using trigonometric interpolation can be considered
as exponential integrators.

Family of higher order exponential variational integrators for split potential systems

We focus in the derivation of a family of exponential high order variational integrators for systems
containing slow and fast potentials. Following [1, 2], we split the potential energy of the Lagrangian
to fast and slow terms, i.e.

L(q, q̇) = T (q̇)− V f (q)− V s(q), (9)

where T (q̇) = 1
2 q̇

TMq̇ is the kinetic energy of the system (M is a constant mass matrix). In order
to use different quadrature rules to approximate the contribution of each potential to the action, we
use different numbers of intermediate points for each potential. Denoting the numbers of intermediate
points for the slow and the fast potential by S1 and S2 respectively, we restrict ourselves to choices
that S1 < S2 (the choice S1 = S2 creates the exponential integrators of [?, 4]).
Following [4] the discrete Lagrangian corresponding to (9) is

LS1,S2

d (qk, qk+1) = h





S1−1∑

j=0

wj
1

[

T (q̇(tjk))− V s(q(tjk))
]

−

S2−1∑

j=0

wj
2V

f (q(tjk))



 , (10)

where intermediate positions and velocities are given in (2) and (3), for S = S1 and S = S2 respectively.

Satellite solar system

As a numerical example, we choose the modified solar system with two planets (with masses m1 = 1
and m2 = m3 = 10−2) and a satellite (m4 = 10−4) which moves rapidly around the mass m2, see
[1]. Considering initial configurations q1 = (0, 0), q2 = (1, 0), q3 = (4, 0), q4 = (1.01, 0) and initial
velocities q̇1 = (0, 0), q̇2 = (0, 1), q̇3 = (0, 0.5), q̇4 = (0, 0), the motion of the two planets is nearly
circular with periods close to 2π and 14π, respectively [1]. The problem is then described by the
Lagrange function

L(q, q̇) =
1

2

4∑

i=1

miq̇
2
i − V f (q)− V s(q), (11)
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where

V s(q) =

4∑

i<j,(i,j)6=(2,4)

mimj

||qi − qj||
, V f (q) =

m2m4

||q2 − q4||
. (12)

Figure 1 shows the comparison of errors in total energy of the system at t = 1 for time steps h ∈
{10−4, 5 · 10−4, 10−3} for the proposed family of exponential methods (red line) for S1 = 3, S2 = 5
and the ones that use S = 3 (blue line), see [4]. In that, it is clear that for all the step sizes that are
tested, the smallest energy errors are obtained when using the splitting technique.
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Characterizing rigidity in biomolecules with geometric tools

Dominik Budday, Sigrid Leyendecker, Henry van den Bedem

Proteins perform their function or interact with partners by changing between conformational sub-
states on a wide range of spatiotemporal scales. Structurally characterizing these changes is chal-
lenging, both experimentally and computationally. While molecular dynamics (MD) simulations can
provide atomically detailed insight into the dynamics, computational demands to adequately sam-
ple conformational ensembles of large biomolecules and their complexes often require tremendous
resources. By contrast, kinematic models are computationally inexpensive and can provide high-level
insights into conformational ensembles and molecular rigidity beyond the reach of MD simulations.
We model a protein as a kinematic linkage, with groups of atoms as rigid bodies and covalent, rotat-
able bonds as links with a torsional degree of freedom (DoF) [1, 2]. Hydrogen bonds are encoded as
additional constraints only allowing a rotation about their bond axis, which lead to nested, interdepen-
dent cycles that require coordinated changes of the torsional angles. The configuration vector q ∈ R

n

consists of all n torsional angles in the molecule and describes the current configuration. Cycle-closing
hydrogen bonds are modelled as holonomic constraints Φ(q) = 0 ∈ R5m, leading to a description of
the constraint manifold in the form of Q = {q ∈ R

n | Φ(q) = 0} with five constraint equations for
each of the m cycles. The holonomic constraints entail kinematic or hidden constraints as they have
to comply with the consistency condition dΦ/dt = 0. These take the form

Jq̇ = 0, (1)

with the constraint Jacobian matrix J and angular velocities q̇. All admissible instantaneous velocities
lie in the tangent space TqQ [3] that forms a subspace of dimension n− r, where r is the rank of the
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Jacobian matrix, i.e. the number of independent constraint equations. In view of (1), it is identical to
the nullspace of the constraint Jacobian,

TqQ = null (J(q)) . (2)

Introducing the nullspace matrix N(q) ∈ R
n×(n−r) as an orthonormal basis for the nullspace, we

obtain a direct mapping from generalized velocities of the floppy modes u ∈ R
n−r onto admissible

velocities q̇N of the configuration, such that

q̇N = Nu̇. (3)

This leads to a direct separation of rigidified and coordinatedly rotating torsional angles:

1. Locked torsional angles have zero velocity. Hence, the corresponding row in N only contains
entries equal to zero.

2. Coordinated torsional angles experience rotation and encounter non-zero entries in their corre-
sponding row.

We compute a basis for the nullspace using a singular value decomposition (SVD). The SVD uniquely
decomposes the Jacobian matrix as J = UΣV

T , with a 5m × n diagonal matrix Σ containing the
singular values and quadratic matrices U and V comprising the left- and right-singular vectors, re-
spectively. The columns r + 1 to n of V form an orthonormal basis of the nullspace.

0 2 4 6 8 10 12 14
0

0.2

0.4

0.6

0.8

1

Threshold; Power of 10

C
D

F
;

R
at

io
o

f
N

u
ll

sp
ac

e
C

o
d

im
en

si
o

n

1hhp

3msw

2lao

0 2 4 6 8 10 12 14
0

0.2

0.4

0.6

0.8

1

Threshold; Power of 10

C
D

F
; 

R
at

io
 o

f 
C

o
o

rd
in

at
ed

 A
n

g
le

s

1hhp

3msw

2lao

0.92

0.93

0.94

1hhp

Common

Margin

Common

Margin

More Flexibility

Figure 1: The left panel shows the CDF of normalized singular values for three different test proteins
and ten samples each. A common margin of several orders of magnitude allows a clear
separation of the vanishing singular values. LAO binding protein (2lao) features a very small
singular value, shown in the enlarged area, indicating proximity to a singular configuration.
The right panel shows the CDF for the largest entry in magnitude of each row of the
nullspace matrix. Torsional angles whose corresponding row has a maximum value above
the threshold are considered moveable. We find a common margin where the number of
rigidified and coordinated angles is constant for all test proteins, allowing to separate the
rigidified DoFs.

We investigate the probability distribution of the singular values to determine suitable thresholds for
the nullspace computation. The left panel of Figure 1 shows the empirical cumulative distribution
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function (CDF) for the normalized singular values, obtained from the SVD of the Jacobian matrices
of three test proteins (PDB codes 3msw, 1hhp and 2lao) with ten different samples each. The
distributions feature a common margin where the pro rata nullspace dimension is constant. Choosing
a threshold value τ within this gap clearly separates zero-valent from non-zero singular values and
correctly identifies the physical nullspace. LAO binding protein (2lao), the biggest of the three test
proteins, mostly limits the margin, due to a very small singular value shown in the enlarged area.
This suggests that the protein configuration is close to a singularity. Choosing a threshold above this
value shows how singularities affect molecular rigidity and can lead to a different set of rigid clusters.
Subsequent to the identification of the nullspace dimension and matrix, we require a distinct separation
of rigidified and moveable DoFs. The right panel of Figure 1 shows the empirical CDF for the
largest entry in magnitude of each row of the nullspace matrix. Rows with maximum values above
the threshold belong to coordinatedly moving angles. Results are obtained from the same data set
and based upon a threshold value τ = 1e − 12, lying within the previously identified margin. We
find a similar, yet smaller common margin, admitting a unique identification of the rigidified and
coordinatedly moving DoFs. We introduce a second parameter µ as a threshold within the margin
and use it simultaneously for the identification of locked hydrogen bonds. Overall, we obtain a robust
numerical procedure for a complete rigidity analysis solely based on the nullspace matrix and two
parameters.

Figure 2: Rigid cluster decomposition with individual coloring. The biggest cluster is dark blue,
hydrogen bonds are marked as red lines. Depicted are proteins with PDB codes 3msw (left)
and 1hhp (right).

With the described procedure, we identify all rigidified torsional angles and the resulting set of rigid
clusters. For validation, we compare our results with the KINARI webserver [4] and identify hydrogen
bonds using their internal software with an energy threshold of −1.0kcal/mol. Other non-covalent
bonding forces are not considered. We choose threshold parameters in agreement with the previous
numerical analysis and find the exact same rigid cluster decomposition on an atomic level as KINARI.
A basic overview on statistical measures of the three example proteins is given in Table 1, where d and
n are the dimensions of the overall and constrained set of torsional angles, respectively, and n−r is the
number of remaining internal DoFs (floppy modes). We find the biggest rigid cluster with a total of 900
atoms in 3msw, distributing the remaining floppy modes over only few participarting rotational angles.
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The left panel in Figure 2 shows the 3msw rigid cluster decomposition with each color representing
an individual rigid body. The large, dark blue β-meander motif is completely rigidified and forms the
biggest cluster. We find a similar rigidification for the smaller β-meander motif in 1hhp that rigidly
connects with the α-helix in the background (see Figure 2 right). The rainbow appearance of the three
β-hairpins indicates multiple small clusters and thus, remaining flexibility.

Table 1: Basic statistics on rigidity analysis

PDB ID # atoms # h-bonds # rigid clusters | biggest cluster (atoms)| n nrigid n− r

1hhp 1563 58 412 335 321 144 39
3msw 2203 109 403 900 520 437 21
2lao 3608 188 929 215 934 470 68

2lao* 3608 188 982 215 934 416 69
*
more flexible cutoff

Figure 3: Rigid cluster decomposition of 2lao with individual coloring and hydrogen bond constraints
as red lines. The left panel shows the generic result, obtained with parameters inside the
common margin or KINARI. The large turquois cluster in the highlighted rectangle rigidly
connects the α-helix to part of the adjacent β-strand. The right panel shows rigid clusters
obtained with slightly relaxed threshold parameters. We identify the highlighted area where
a previosly large rigid cluster is now composed of multiple small clusters. All other clusters
remain the same.

Figure 3 shows the set of rigid clusters in 2lao, with the generic rigidity result that is equally obtained
with our method and KINARI on the left side and less restricting cut-offs including the close-to-
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singular motion on the right. We identify the change as a decomposition of the α-helix in the marked
rectangle, i.e. the additional floppy mode is a coordinated flex of the helix. Parameter selection appears
as an additional feature that identifies the effect of close-to-singular configurations on the rigidity of
the molecule. All other rigid clusters are identical, although the color pattern changes with the new
”by size” order of the clusters.
Explicit constraint counting as done in KINARI treats rigidity as a combinatorial problem, indepen-
dent of the underlying geometry. This results in a very fast algorithm, but yields correct results only
for generic configurations. The LAO binding protein example shows that singularities can lead to
additional flexibility in the structure. Our geometric approach identifies rigidity from the tangent
space of the constraint manifold and detects these effects. The nullspace also provides an explicit
basis for coordinated motions along floppy modes, resulting in an efficient procedure to probe con-
formational space. Understanding how different parts of biomolecules are conformationally coupled
will provide important knowledge to engineer or allosterically modulate biomolecules by selectively
stabilizing conformations that enhance or inhibit function with broad implications for human health.
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On the role of quadrature rules and system dimensions in variational multirate
integrators

Tobias Gail, Sina Ober-Blöbaum, Sigrid Leyendecker

For mechanical systems with dynamics on varying time scales, the numerical integration has to comply
with contradicting requirements. On the one hand, to guarantee a stable integration of the fast motion,
we need tiny step sizes. On the other hand, for the slow motions, a larger time step size is accurate
enough. Furthermore, too small time steps increase the computing time unnecessarily, especially for
costly function evaluations.
For this, multirate formulations split the system into subsystems [1] which can be solved with different
methods [4]. To approximate the solution, rather than choosing one time grid we choose two time
grids. Figure 3 shows such a time grid with macro time grid and and micro time grid. Here, the macro
time step is ∆T , the micro time step is ∆t and ∆T ≥ ∆t holds.
This is described in the framework of variational multirate integration [2] which is developed on the
basis of variational integrators. This approach leads to a reduction of computing time, see [3]. However,
the savings are not unlimited for arbitrary numbers of micro steps, meaning that there is a minimum
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in computing time for a certain number of micro steps per macro step. In this work, it is investigated
how this minimum is related to the number of degrees of freedom of a system i.e. to the systems’s
dimension. The limitations of the savings are investigated by means of the Fermi-Pasta-Ulam Problem
(FPU) presented in Figure 2. Furthermore, numerical convergence is illustrated in Figure 5 for the
triple spherical pendulum (TSP) in Figure 1.
Let a mechanical system be described by a Lagrangian with a configuration vector q(t) ∈ Q ⊆ R

n

with Q a configuration manifold and a velocity vector q̇ ∈ TQ ⊆ R
n in the tangent space TQ. Also,

let the mechanical system be constrained by the mc-dimensional holonomic function of constraints
requiring g(q) = 0. Now, let the mechanical system contain slow and fast dynamics, characterized
by the possibility to split the variables into ns slow variables qs and nf fast variables qf with q =
(qs, qf ) and n = ns + nf . Furthermore, we assume that we can split the potential energy into a
slow potential V (q) and a fast potential W (qf ). The action S is the time integral of the Lagrangian
L(q, q̇) = T (q̇) − V (q) −W (qf ). Via Hamilton’s principle requiring stationarity of the action δS = 0
the constrained multirate Euler-Lagrange equations are derived. Here, T denotes the kinetic energy
and λ the Lagrange multiplier.

d

dt

∂T

∂q̇s
−
∂V

∂qs
−

(
∂g

∂qs

)T

· λ = 0

d

dt

∂T

∂q̇f
−
∂V

∂qf
−
∂W

∂qf
−

(
∂g

∂qf

)T

· λ = 0

g(q) = 0 (1)

g

Figure 1: The triple spherical pendulum
model with slow and fast variables.

Figure 2: FPU with 6 masses and slow and fast
variables.

Figure 3: Macro and micro time grid.

The macro time grid provides the domain for the discrete slow variables qsd = {qsk}
N
k=0 with q

s
k ≈ qs(tk),

while the micro time grid provides the domain for the discrete fast variables qfd = {{qf,mk }pm=0}
N−1
k=0

with qf,mk ≈ qf (tmk ). The domain for the discrete Lagrange multipliers is the macro and the micro grid,

for example on the micro time grid λd = {{λmk }pm=0}
N−1
k=0 with λmk ≈ λ(tmk ). The discrete Lagrangian

and the discrete constraints approximate the action over one macro time step.

Ld(q
s
k, q

s
k+1, q

f
k , λk) ≈

∫ tk+1

tk

L(q, q̇)dt.

The sum over all time steps is the discrete action which approximates the continuous action. Via
a discrete form of Hamilton’s principle requiring stationarity for the discrete action, we derive the
discrete constrained multirate Euler-Lagrange equations. These equations form a nonlinear set of
equations which are solved using a Newton-Raphson method.
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Figure 4: Computing time versus number of micro steps for the fully implicit (left) explicit slow,
implicit fast (middle), and fully explicit scheme (right) with p ∈ {1, 4, 8, . . . , 100} and with
ℓ ∈ {10, 20, . . . , 180} for fully implicit and with ℓ ∈ {10, 20, . . . , 200} for implicit slow, explicit
fast and fully explicit.

Quadrature rules are needed to approximate the action and constraints by discrete quantities. We
use e.g. the midpoint rule, the trapezoidal rule, an affine combination and finite difference. Different
quadrature rules can be chosen for the kinetic energy, both potential energies and the constraints and
lead to ”fully implicit”, ”explicit slow, implicit fast” and ”fully explicit” schemes.
We investigate the relation between the number of variables X and the number of micro steps per
macro step popt at which the minimum of the computing time is achieved. For the investigation the
FPU is used, see [3] for a model description and Figure 2. In order to get a varying number of
variables X, the number of masses ℓ in the FPU is varied. For the FPU, half of the configuration
variables are slow variables, the other half are fast variables, therefore X = ℓ

2(1 + p) holds. Figure 4
shows the computing time versus the number of micro steps with different lines for different numbers
of ℓ, where ℓ increases from bottom to top curve. The minimum computing time is depicted with
a red circle at every curve. In Figure 4, it is illustrated that for the fully implicit and the explicit
slow, implicit fast scheme at popt = 8 and popt = 12, respectively and for the fully explicit scheme for
popt = 4 and popt = 8, the minimum computing time is at the same popt for different ℓ. If the minimum
computing time was depending on the number of variables, it would be at lower p for increasing ℓ.
Because this is not the case, we conclude that the minimal computing time is not only depending
on the number of variables X but is highly problem dependent. For a detailed comparison including
different example systems see [3].
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Figure 5: Error of configuration and conjugate momentum with p = 5 and ∆T → 0, ∆t → 0 for the
fully implicit scheme (left) and the fully explicit scheme (right).
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The convergence is shown numerically for the TSP for the fully implicit and the fully explicit quadra-
ture schemes. Therefor, the global error

eq = sup
k = 0, . . . , N

m = 1, . . . , p − 1

{‖qk − q(tk)‖, ‖q
f,m
k − qf (tmk )‖} (2)

of the configuration as well as the error ep of the conjugate momentum is plotted versus the time step.
Figure 5 shows the convergence numerically for the TSP for the fully implicit and fully explicit scheme.
For the fully implicit scheme Figure 5 shows on the left hand side convergence of order two. Conver-
gence of order one is presented in Figure 5 on the right hand side for the fully explicit scheme.
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Structure preserving optimal control of a 3d-dimensional upright gait

MichaelW.Koch, Sigrid Leyendecker

The straight posture of the homo sapiens’ gait is a characteristical attribute of the human species,
whereby the evolution of the human gait results from an anthropological optimisation process. Ini-
tiated by climbing down from trees and leaving forests, the survival in velds necessitates a physical
adoption and the results are reflected at the kind of human locomotion respectively at the physique:
an upright gait shows benefits like a distinct all-round visibility and allows the possibility to use tools
and weapons at the struggle of survival.
The goal of this work is to optimally control the human upright gait using a structure preserving
variational integrator, whereby different physiologically motivated cost functions are tested. Based
on Lagrangian mechanics, the action is discretised and with respect to the discrete variational prin-
ciple the resulting discrete Euler-Lagrange equations are equipped with symplectic and momentum
preserving properties. The discussed multibody system of an bipedal walker represents the consistent
further development of the monopedal jumper models discussed in [1] and [2]. In the first citation,
the simple footless monopedal jumper consists of three rigid bodies – upper part of the body, thigh
and calf – consequently, a single point is used to model the contact. In [2], a more realistic behaviour
is targeted, because the inclusion of the jumpers foot is a basic detail and it has enormous influence of
the jumping movement before the contact between the foot and the ground is established or released.
The properties of this monopedal jumper’s leg are adopted to the multibody system of the bipedal
walker.
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Figure 1: Seven link model of the simplified bipedal
walker.

Figure 2: Visualisation of the forefoot and
heel contact of the walker’s right
leg.

Herein, the human upright gait is analysed using a simple model consisting of seven rigid bodies
representing the human’s torso plus the thigh, calf and foot of both legs, which are symmetrical to
each other. The hips are modelled as spherical joints and the thigh and calf are chained with a revolute
joint, where the unit vector n1 ∈ R

3 specifies the axis of rotation of the knee. In reality, the human
ankle joint has two rotational degrees of freedom, whose axis of rotation are diagonally located to
each other – the implemented ankle joints are simplified using a spherical joint with anatomically
adapted restrictions. The constrained multibody system is described by the configuration variable
q ∈ R

84 and due to the rigid body formulation in use, mint = 42 internal constraints are present.
The joint interconnections cause mext = 22 external constraints and therefore the k = 84-dimensional
system is restricted by m = 64 holonomic constraints. Corresponding to the k − m = 20 degrees

of freedom, the generalised coordinates read u =
[
uUP ;θUP ;θRH ; θRK ;θRA ;θ

L
H ; θLK ;θLA

]T
∈ R

20 and

τ =
[
τR
H ; τRK ; τR

A ; τL
H ; τLK ; τL

A

]T
∈ R

14 represents the actuation in the hip, knee and ankle joints of both
legs (see Figure 1). The herein modelled feet have two contact points and thus three different contact
scenarios are possible, i.e. two single contact phases (forefoot contact (FC), respectively, heel contact
(HC)) as illustrated in Figure 2 and the complete contact support phase, at which the forefoot and
the heel are in contact with the ground. Each contact point between the foot and the ground is fixed
at the ground in xi ∈ R

3 for i = FC,HC by a spherical joint, consequently the contact function reads

g
(S)
i (q) = ϕF + ̺Fi − xi ∈ R

3, (1)

where ̺Fi points from the centre of mass to the respective contact point, while ̺FA points to the
ankle. The condition for double contact (FC and HC) is different from the contact formulation for
one contact point in (1), because the combination of two spherical joints does not completely restrict
the foot’s degrees of freedom. The constructive approach used here is to fix one of the contact points
at the ground by a spherical joint and for the other contact point, only the vertical component of the
remaining spherical joint formulation is fixed. To prevent the residual rotational motions around the
line connecting the FC and HC point, two further contact constraints are necessary, in this work the
e2-component of the center of mass and of the ankle are picked; for example, the constraint formulation
of the double contact phase (FHC) reads

gFHC (q) =








g
(S)
FC (q)

(e2)
T ·
(
ϕF − xϕF

)

(e2)
T ·
((
ϕF + ̺FA

)
− xA

)

(e3)
T · g

(S)
HC (q)







= 0 ∈ R

6,
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whereby the spherical joint formulation is exemplarily used at the forefoot and xϕF ,xA ∈ R
3 represent

the location vectors where the center of mass and of the ankle are fixed in space.
The direct transcription method DMOCC is used to transform the optimal control problem into a
constrained optimisation problem. The human gait can be considered as an examples of a hybrid
system, where the dynamics is subject to an inherent switch due to the closing or opening of contacts
at the feet. As specified in Figure 3, the motion sequence – not the switching time – in which the
contact phases follow each other are considered as known. To perpetuate the structure preservation
of the variational integrator and the geometrical correctness during the releasing and establishing of
the contact at the feet, the non-smooth problem is solved including the computation of the contact
or contact release configuration as well as the contact time and force, instead of relying on a smooth
approximation of the contact problem via a penalty potential. Due to the cycle structure of human gait,
only one half step is optimised, such that periodical boundary conditions are considered as equality
conditions in the optimisation problem. The optimised course of motion with minimal control effort
is shown in Figure 4.

Figure 3: Characteristical configurations dur-
ing the human bipedal walk.

Figure 4: Snapshots of an optimised bipedal
gait minimising the control effort.
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Various quadrature rules for the approximation of the action integral
in non-linear beam dynamics and elastostatics

Thomas Leitz, Sigrid Leyendecker

A beam is defined as a three dimensional object with a high length to cross-section area ratio. They
are often used as structural elements, e.g. in bridges and buildings.
The configuration of a beam’s cross-section is parameterized by the three dimensional position vector
x (s, t) ∈ R

3, representing the position of the gravitational center, and by a unit quaternion p (s, t) ∈
H

1 = {p|p ∈ H, ‖p‖ = 1}, representing the orientation. The arc length parameter is s ∈ [0, ℓ], where
ℓ is the length of the beam, and the time parameter is t ∈ [0, T ], where T > 0 is some point in time.
The translational velocity and strain are ẋ = dx

dt and x′ = dx
ds . The angular velocity is defined as

ω = 2p̄ ◦ ṗ and Ω = 2p̄ ◦ p′ is the angular strain. The angular velocity and strain are purely imaginary
quaternions, i.e. ω,Ω ∈ h1 = {f |f ∈ H,ℜf = 0}. We define the deformation map ϕ : (s, t) → (p, x)
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which gives the position and the orientation of the cross-section at any point in space and time. The
kinetic and potential energy densities for the beam are

T (p, ω, x, ẋ, s) =
1

2

(

ρ (s) ‖ẋ‖2 + ωTJ (s)ω
)

V
(
p,Ω, x, x′, s

)
=

1

2

[(
p̄ ◦ x′ ◦ p− e3

)T
C1 (s)

(
p̄ ◦ x′ ◦ p− e3

)
+ΩTC2 (s)Ω

]

+ ρ (s) 〈x, [0, 0, g]〉

where ρ (s) is the line density, J (s) is the mass moment of inertia density tensor, C1 (s) =
diag (GA, GA, EA), G (s) is the shear modulus, E (s) is the elongation modulus, A (s) is the cross-
section area, C2 = diag (EI1, EI2, G (I1 + I2)), I1 (s) , I2 (s) are the geometrical moments of inertia
and g is the gravity constant.

Dynamics The Lagrangian density for beam-dynamics reads

L
(
p, ω,Ω, x, ẋ, x′, s

)
= T (p, ω, x, ẋ, s)− V

(
p,Ω, x, x′, s

)

The action is the integral of the Lagrangian density over space-time

S [ϕ] =

T∫

0

ℓ∫

0

Ldsdt.

In order to derive a variational integrator [2], we discretize space-time using a regular grid as shown
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Figure 1: Discretization of space-time.

in Figure 1 with ∆sa = sa+1 − sa and ∆tj = tj+1 − tj , where a ∈ [0, A− 1] ⊂ N is the space index
and j ∈ [0, N − 1] ⊂ N is the time index. The positions are interpolated using element-wise bilinear
functions Xj

a (s, t) and the translational velocities and strains are Ẋj
a (s) and X ′j

a (t) respectively. The
quaternions are interpolated using element-wise bilinear functions divided by the length of the resulting
four dimensional vector to ensure that P j

a (s, t) ∈ H
1. The angular velocities and strains are ωj

a (s, t) =

P̄ j
a (s, t) ◦ Ṗ

j
a (s, t) and Ωj

a (s, t) = P̄ j
a (s, t) ◦ P ′j

a (s, t). With X j
a (s, t) =

(

P j
a , ω

j
a,Ω

j
a,X

j
a, Ẋ

j
a,X ′j

a

)

the

discrete Lagrangian is an approximation of the integral of the Lagrangian density over one space-time
element using the weighted sum

Lj
a =

I∑

n=1

wnL
(
X j
a

(
sna , t

j
n

)
, sna
) (
tj+1 − tj

)
(sa+1 − sa) ≈

tj+1
∫

tj

sa+1∫

sa

Ldsdt. (1)
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Applying the discrete Hamilton’s principle δSd = 0 to the discrete action sum Sd =
∑N−1

j=0

∑A−1
a=0 L

j
a

leads to the discrete Euler-Lagrange-equations [1]










1

2
ℑ

(

p̄ja ◦
∂Lj

a

∂pja
+ p̄ja ◦

∂Lj−1
a

∂pja
+ p̄ja ◦

∂Lj
a−1

∂pja
+ p̄ja ◦

∂Lj−1
a−1

∂pja

)

∂Lj
a

∂xja
+
∂Lj−1

a

∂xja
+
∂Lj

a−1

∂xja
+
∂Lj−1

a−1

∂xja











=











0
0
0
0
0
0











.

These can either be solved using the nodal reparametrization pj+1
a = pja ◦Cay

(

f ja
)

, where Cay (f) =
1+f

‖1+f‖ is the quaternion Cayley map with its inverse Cay−1 (p) = ℑp
ℜp

with f ∈ h1 and p ∈ H
1 or by

introducing algebraic constraints of the form 1
2

[(

pj+1
a

)T

pj+1
a − 1

]

= 0 for a = 0, . . . , A.

Elastostatics The potential energy for the beam reads

Π
(
p,Ω, x, x′, s

)
=

ℓ∫

0

V ds.

In order to derive a variational integrator, we discretize space using a regular grid with ∆sa = sa+1−sa,
where a ∈ [0, A− 1] ⊂ N is the space index. The positions are interpolated using element-wise linear
functions Xa (s) and the translational strains are X ′

a. The quaternions are interpolated using element-
wise linear functions divided by the length of the resulting four dimensional vector to ensure that
Pa (s) ∈ H

1. The angular strains are Ωa (s) = P̄a (s) ◦ P
′
a (s). With Xa (s) = (Pa,Ωa,Xa,X

′
a) the

discrete potential energy of one element is an approximation of the integral of the potential energy
density over one element using the weighted sum

Va =

I∑

n=1

wnV (Xa (s
n
a) , s

n
a) (sa+1 − sa) ≈

sa+1∫

sa

V ds. (2)

Applying the discrete Hamilton’s principle δΠd = 0 to the discrete potential energy Πd =

A−1∑

a=0

Va leads

to the static discrete Euler-Lagrange-equations










1

2
ℑ

(

p̄a ◦
∂Va
∂pa

+ p̄a ◦
∂Va−1

∂pa

)

∂Va
∂xa

+
∂Va−1

∂xa











=











0
0
0
0
0
0











.

These can be solved in the same way as the Euler-Lagrange equations for beam dynamics.

Results With the reparametrization of the space and time parameters s and t

t = (1− α) tj + αtj+1 s = (1− β) sa + βsa+1, (3)

where α, β ∈ [0, 1], we can define various quadrature rules for the discrete Lagrangian as listed in
Table 1. These can be used for both the dynamic as well as the elastostatic integrators, though for
elastostatics MPS will give the same result as MP and MPT will give the same result as GT.
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Name I w α β

generalized trapezoidal (GT) 4 {0.25, 0.25, 0.25, 0.25} {0, 0, 1, 1} {0, 1, 0, 1}

midpoint (MP) 1 1 0.5 0.5

trapezoidal in time, midpoint in space (MPS) 2 {0.5, 0.5} {0, 1} {0.5, 0.5}

midpoint in time, trapezoidal in space (MPT) 2 {0.5, 0.5} {0.5, 0.5} {0, 1}

Table 1: Quadrature rules for the discrete Lagrangian (1) and potential energy (2) with (3)

As an example we consider a beam with on fixed end as shown in Figure 4. It is bearing its own
weight denoted by q = ρbhg where ρ is the line density, b and h are the width and height of the beam
and g is the gravity constant. The analytical solution of the differential equation of the bending line
EI2w

′′′′ = q for this problem is

w (s) =
ρg

EIz

(
1

24
s4 −

1

6
ℓs3 +

1

4
ℓ2s2

)

. (4)

In Figure 2, we compare of the elastostatic integrator to w (s). Even though GT and MPT converge
to the real solution with an increasing number of nodes, they show significant shear locking, while
MP and MPS do not show any locking and even the integration using only two nodes gives a good
approximation for w (ℓ). This locking effect also appears in the dynamic simulation. To show this, we
use the beam as shown in Figure 4 with a straight beam and zero velocities as initial conditions. Due
to gravity, the beam exhibits a swinging motion and since GT and MPT again lead to shear locking,
the frequency of the swinging motion is higher than using MP or MPS. The different frequencies can
be observed in the energy plots shown in Figure 3.
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Figure 2: Bending line for the quadrature rules GT/MPT and MP/MPS.
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Figure 3: Energy plots of the dynamic simulation for the quadrature rules GT, MPT, MP and MPS.
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Figure 4: Beam with fixed bearing under load caused by its own weight and gravity.
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Relaxing mixed integer optimal control problems using a time transformation

Maik Ringkamp, Sina Ober-Blöbaum, Sigrid Leyendecker

Nonlinear control systems with instantly changing dynamic behavior can be described by differential
equations ẋ = F (x, u, v) that depend on an integer valued control function v ∈ L∞(I,V), mapping
the time interval I = [t0, tf ] to the integer values V = {1, . . . , nV}. Such systems occur for example in
the optimal control of a driving car with different gears [1], or a subway ride with different operation
modes [2], leading to a mixed integer optimal control problem (MIOCP). A discretize-then-optimize
approach leads to a mixed integer optimization problem (MIOP) that is not differentiable with
respect to the integer variables, such that gradient based optimization methods can not be applied.
Differentiability with respect to all optimization variables can be achieved by reformulating the
MIOCP, e.g. by using a relaxed binary control function [2], or by introducing a fixed integer control
function v̄N,n ∈ L∞(I,V) and a time transformation tw that allows to partially deactivate the fixed
integer control function [1]. The latter approach is presented here, while the main focus lies on new
theoretical and numerical results that take different functions v̄N,n into account. The time interval I
is partitioned into N major intervals Ij and each Ij = [tj−1, tj [ into n minor intervals Iij = [τ i−1

j , τ ij [.

Then, the function v̄N,n is defined to be constant on each minor interval Iij. Figure 1 depicts an
example of such a fixed integer control function.

τ
τ11 τ21 τ31 τ41 τ12 τ22 τ32 τ42 τ13 τ23 τ33 τ43t0 t1 t2 t3

1 2 3 2 1 1 2 3 2 1 1 2 3 2 1

Figure 1: Example of a fixed integer control function v̄N,n with V = {1, 2, 3} and N = 3 major and
n = 5 minor intervals.

The depicted function is called consistent to every integer control function v, because a switch of v
at any time in a major interval Ij from a value l1 ∈ V to a value l2 ∈ V can be achieved with v̄N,n

by scaling the minor intervals Iij, in particular some minor intervals can be deactivated by scaling to

zero. The scaling is accomplished by a time transformation tw ∈ W1,∞(I, I) resulting from a time
control w ∈ L∞(I,R) with ∆Ij =

∫

Ij

w(s)ds and w(τ) ≥ 0 for a.e. τ ∈ I. The time transformation

with derivative t′w = dtw
dτ

(τ) = w(τ) for a.e. τ ∈ I is defined by

tw(τ) := t0 +

τ∫

t0

w(s)ds, (1)

and assures that the mapping of a major interval is surjective tw(Ij) = Ij even if several minor
intervals Iij are deactivated, i.e. tw(I

i
j) has zero length. Then, the time transformed MIOCP is defined

as follows:
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Definition 1 (TMIOCP)

min
x,u,w

J∗(x, u,w) =

∫

I

w(τ)B(x(τ), u(τ), v̄N,n(τ)) dτ (2)

s. t. ẋ(τ) = w(τ)F (x(τ), u(τ), v̄N,n(τ)) for a.e. τ ∈ I (3)

g0(x(τ), u(τ)) ≤ 0 for a.e. τ ∈ I (4)

w(τ)g(x(τ), u(τ), v̄N,n(τ)) ≤ 0 for a.e. τ ∈ I (5)

r(x(t0), x(tN )) = 0 (6)

w(τ) ≥ 0 for a.e. τ ∈ I (7)

∆Ij =

∫

Ij

w(s)ds (8)

hybrid mass oscillator J∗(u) = 6.0520911696 · 10−11 J∗(u) = 3.7453160945 · 108

M
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q
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Figure 2: Sketch of the hybrid mass oscillator (left). Locally optimal discretized state trajectory of
the hybrid mass oscillator in the CC case (middle) and in the NCC case (right).

Here, J is the objective functional, g0 and g are inequality constraints and r represents the boundary
conditions. An example demonstrates that solving a TMIOCP using a control consistent (CC) fixed
integer control function v̄N,n can lead to a lower number of discretization variables as a TMIOCP
that utilizes a fixed integer function that is not control consistent (NCC). The number of necessary
discretization variables depends on the total number of used minor intervals and it is shown that the
total number can be unbounded in the NCC case and is bounded in the CC case, even though the
number of minor intervals for each major interval is lower in the NCC case. As a numerical example,
a hybrid mass oscillator is considered (Figure 2 (left)), that extends the example given in [3] to three
springs. The springs are mounted in parallel and relaxed in different positions. A mass is fixed on the
first spring, and the second and third springs are activated and deactivated depending on the position
of the mass. A minimization with unspecified end position results in the CC case in the expected
oscillating trajectory with almost no control effort. In contrast, the locally optimal trajectory in the
NCC case avoids specific switches in the interior of major intervals by oscillating with a low amplitude
and needs a high control effort. The state trajectories are plotted in Figure 2 (middle) and (right).
An extension to bipedal walking models is planed in future works.
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Viscoelastic finite element modelling of dielectric elastomers

Tristan Schlögl, Sigrid Leyendecker

Modern robotic systems suffer some severe dynamic limitations. The rigid coupling between electrical
drives and joints does not allow for dynamic motions like they occur in nature, where muscles act
as an energy buffer and store energy. However, this elastic behaviour plays an important role when
considering humanoid systems in terms of safety, energy efficiency and robustness. Stacked dielectric
elastomer actuators are composed of a series of elastic capacitors. Each capacitor consists of two
conductive layers separated by an insulating material.. In this collaborative work a dielectric silicone
is used as the main component and conductive layers are introduced by adding carbon nanotubes. The
structure of a single actuator cell is illustrated in Figure 1 on the left hand side. As with capacitors,
when an external voltage is applied to the conductive layers, an electric field is established. To be
observed in Figure 1 on the right hand side, the electric field leads to polarisation. Attracting bound
charges then induce a contraction of the silicone. Due to its similarity with real muscles, dielectric
actuators are also known as artificial muscles.

silicone + carbon nanotubes (conductive)

silicon (insulating)

silicone + carbon nanotubes (conductive)

+ + + + + + + +

- - - - - - - -

+
-

+
-

+
-

+
-

+
-

+
-

+
-

+
-

Figure 1: Three layer structure of a dielectric elastomer actuator (left) and its functional principle
(right).

The functional principle can be described by the Maxwell equations, the balance of momentum and
constitutive material laws. It is assumed that the electric field E can be regarded as quasi-static, no
external magnetic fields are applied and no free currents and electric charges are present. Electrostatics
are then covered by

∇X ×E = 0 and ∇X ·D = 0, (1)

with the electric displacement vector D and X being a material point in the reference configuration.
Note that additional boundary terms are needed in order to solve the equations. Vectors in the
reference configuration are obtained by the pull-back operations E = FT · e and D = JF−1 · d for
the electric field e and the electric displacement d in the spatial configuration, using the deformation
gradient F and its determinant J = det(F ). The balance of momentum is given by

∇X ·P + f e = ρ0ẍ , (2)
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where P is the Piola-Kirchhoff stress tensor, f e is the volume force resulting from electrostatics, ρ0 is
the mass density in the reference configuration and ẍ is the absolute acceleration of a spatial point.
In analogy to the Kelvin-Voigt model where the total force is split into the sum of an elastic and a
viscous part, the stress tensor is split into a conservative elastic part and a time dependent viscous
part as

P (F , Ḟ ) = P ela(F ) + P vis(F , Ḟ ). (3)

Coupled by the electrostatic body force

f e = ∇X

(
F−T · E

)
·P el, (4)

with the material polarisation vector P el , see [2], after some calculation Equation (2) can be rewritten
as

∇X ·T = ρ0ẍ , (5)

with the total stress T being superposed of P and some electric counterpart. Note that for an actual
simulation, Equation (5) needs to be completed by initial and boundary conditions.
In order to discretise the coupled problem using finite elements and symplectic time integration, a
variational formulation is derived. The Lagrangian is composed of the kinetic energy and the potential
energy density function

Ω(F ,E ) =
µ

2
[C : 1 − 3]− µ ln(J) +

λ

2
[ln(J)]2

︸ ︷︷ ︸

Neo-Hooke

+ c1E · E
︸ ︷︷ ︸

electric

+ c2C : [E ⊗E ]
︸ ︷︷ ︸

coupling

−
1

2
ε0JC

−1 : [E ⊗E ]
︸ ︷︷ ︸

free space

(6)

with Lamé parameters µ and λ, electrical parameters c1 and c2, the right Cauchy-Green tensor C =
F T ·F and the rank two identity 1 , see [3]. The Lagrange d’Alembert principle with non-conservative
contributions that account for viscous terms then leads to a variational setting of the coupled problem.
The action integral is approximated using quadrature rules. Hexahedral finite elements with linear
shape functions are used for the spatial discretisation and finite differences are used for the temporal
discretisation. The Lagrange d’Alembert principle is applied to the discrete set of equations, resulting
in a non-linear variational integration scheme [1]. Variational integration guarantees that important
characteristics of the system are preserved exactly. Using a Newton-Raphson scheme and providing
initial values and boundary conditions, the non-linear coupled problem can be solved for unknown
displacements and electric potentials at each finite element node.

Figure 2: Contraction of a dielectric elastomer actuator in muscle shape due to an applied voltage.
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Figure 2 illustrates the results of an in-house MATLAB FEM solver, evaluating the quasi-static states
of a given muscle shape for increasing voltage. As the muscle is not mechanically fixed, the applied
voltage leads to a contraction in direction of the electric field. At the same time, the cross section
area of the muscle expands because the silicone is incompressible. Different damping intensities are
studied using a three-dimensional extension of the Kelvin-Voigt model

P vis(F , Ḟ ) =
1

2
Jη
[

F−T · Ḟ T · F−T + Ḟ ·C−1
]

, (7)

with the damping parameter η, see [4]. The parameter is varied in a range from 0 to 0.1 g
msmm . The

illustrating geometry is a unit cube of the dielectric elastomer material with an edge length of 2mm
and its centre placed in the origin of the global coordinate system, as shown in Figure 3 on the left
hand side. Essential boundary conditions are applied as follows. Translational symmetry boundary
constraints on all rear faces in the view of Figure 3 eliminate rigid body motions. The bottom face is
fixed to ground potential. The left half of the upper face is loaded with 20 kV. On the right hand side
of the figure, the total energy of the cube is plotted over time. Increasing the damping parameter η
results in decreasing oscillations until the critical damping is reached (approximately η = 0.05 g

msmm).
Further increase of η leads to a growing total time that is needed for reaching the steady state.
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Figure 3: Time dependent state (left) and energy behaviour (right) of the dielectric elastomer material
for different damping parameters.

The presented model for electrostatic-viscoelastic coupling forms the basis for future work regarding
optimal control problems, where DEAs are used as actuators in robotics.
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4.1 Teaching

Wintersemester 2014/2015

Biomechanik der Bewegung (MT)

Vorlesung + Übung H. Lang

Dynamik starrer Körper (MB, ME, WING, IP, BPT, CE)
Vorlesung S. Leyendecker

Übung + Tutorium T. Gail, T. Leitz
M. Ringkamp, T. Schlögl

Mehrkörperdynamik (MB, ME, WING, TM, BPT)
Vorlesung S. Leyendecker

Übung O.T. Kosmas

Numerische Methoden in der Mechanik (MB, ME, WING, TM, BPT)

Vorlesung + Übung H. Lang, D. Budday

Theoretische Dynamik I (MB, ME, WING, TM, BPT)

Vorlesung + Übung H. Lang

Sommersemester 2014

Biomechanik (MT, MA, GPP)

Vorlesung + Übung H. Lang
geprüft 52 + 16 (WS 13/14)

Dynamik nichtlinearer Balken (MB, M, Ph, CE, ME, WING)

Vorlesung + Übung H. Lang, D. Budday

geprüft 4

Geometrische numerische Integration (MB, ME, WING, BPT)
Vorlesung S. Leyendecker

Übung H. Lang
geprüft 3 + 1 (WS 14/15)

Statik und Festigkeitslehre
(CBI, CE, ET, LSE, ME, MWT, IP, MT, CEN, BPT)

Vorlesung S. Leyendecker

Übung + Tutorium T. Gail, N. Bach
D. Budday, O.T. Kosmas
T. Leitz, M. Ringkamp

geprüft 519
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Theoretische Dynamik II
(M, TM, MB, ME, CE, BPT, WING, Ph)

Vorlesung + Übung H. Lang
geprüft 9 + 1 (WS 13/14)

Rechnerunterstützte Produktentwicklung (RPE)
Versuch 6: Mehrkörpersimulation in Simulink

(MB, ME, WING) Praktikum T. Gail, O.T. Kosmas
T. Leitz, M. Ringkamp, T. Schlögl

Teilnehmer 62

Wintersemester 2013/2014

Biomechanik der Bewegung (MT)

Vorlesung + Übung H. Lang
geprüft 34 + 4 (SS 2014)

Dynamik starrer Körper (MB, ME, WING, IP, BPT, CE)
Vorlesung S. Leyendecker

Übung + Tutorium N. Bach, T. Leitz
O.T. Kosmas, M. Ringkamp

T. Schlögl
geprüft 427 + 142 (SS 2014)

Mehrkörperdynamik (MB, ME, WING, TM, BPT, CE)
Vorlesung S. Leyendecker

Übung H. Lang
geprüft 46 + 10 (SS 2014)

Numerische Methoden in der Mechanik (MB, ME, WING, TM, CE, BPT)

Vorlesung + Übung H. Lang
geprüft 26 + 7 (SS 2014)

Theoretische Dynamik I (MB, ME, WING, TM, BPT)

Vorlesung + Übung H. Lang
geprüft 19 + 6 (SS 2014)

Chair of Applied Dynamics, Annual Report 2014 35



4 Activities

4.2 Theses

PhD theses

• Ramona Maas
Biomechanics and optimal control simulations of the human upper extremity

Project theses

• Hannah Laube
Schubweicher Reissner- und Kirchhoff-Balken: Modellvergleich und numerischer Aufwand bei
der Zeitintegration

• Theresa Wenger
Variationelle Integratoren höherer Ordnung für dynamische Systeme mit Zwangsbedingungen

• Fabian Zimber
Dynamics of a robotic manipulator using closed loop Inverse kinematic and dynamic algorithms

Bachelor theses

• Lukas Allabar
Structure preserving simulation of a planar slider crank with translational joint clearance

• Lukas Erdt
Variational integration methods for the Fermi-Pasta-Uiam problem

• Lisa Machata
Mechanical testing of transtibial foot protheses with regard to energy release and deformation
behaviour

• Magdalena Roether
Modellierung eines menschlichen Femurs unter statischer Belastung mittels Cosserat-Modell und
Vergleich mit linearem Modell

• Benedikt Rohrmüller
Modellbildung und Simulation spurgebundener Autorennbahnen

• Manuel Roppelt
Implementation of discontinuous variational time integrators for many particle collisions

• Sabine Weingärtner
Untersuchung der Kinematik der Stewart-Plattform als externer Fixateur
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4.3 Seminar for Mechanics

together with the Chair of Applied Mechanics LTM

13.01.2014 Jorge Ambrósio
IDME/IST – Instituto Superior Técnico, Lisboa, Portugal
Multibody dynamics methodologies with applications to biomechanics and vehicle
dynamics

10.02.2014 Veronika Kräck
Chair of Electrical Drives and Machines, FAU Erlangen-Nuremberg, Germany
Blockstrukturierte Finite-Difference-Time-Domain (FDTD) Methode zur Berechnung
dreidimensionaler niederfrequenter elektromagnetischer Feldprobleme

12.02.2014 Michael Wolff
ZeTeM, University of Bremen, Germany
On modeling of continuous bodies with singular sharp interfaces

12.02.2014 Cristian G. Gebhardt
IWES, Bremerhaven, Germany
Fluid-structure interaction of mechanical systems immersed in low-subsonic flows:
the wind turbine case

13.02.2014 Mykola Tkachuk
National Technical University, Kharkiv, Ukraine
On modeling of continous bodies with singular sharp interfaces

31.03.2014 Andreas Müller
University of Michigan-Shanghai Jiao Tong, China
Anwendung der Schraubentheorie in der Mehrkörperdynamik

14.05.2014 Markus Breitfuss
Institute of Technical Mechanics, Johannes Kepler Universität Linz, Austria
DEIM for the efficient computation of contact interface stresses

02.06.2014 Jean-Paul Pelteret
Chair of Applied Mechanics, FAU Erlangen-Nuremberg, Germany
A computational neuromuscular model of the human upper airway

18.06.2014 Dominik Kern
TU Chemnitz, Germany
Variational integrators for thermoviscoelastic coupled dynamic systems with heat
conduction

20.06.2014 Henry van den Bedem
Stanford University, SLAC National Accelerator Laboratory, USA
Molecular-scale kinematics in computational structural biology
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30.06.2014 Masato Tanaka
Toyota Central R&D Labs., Inc., Japan
Implementation of material modeling approaches at finite strains using a highly accurate
numerical derivative scheme

07.07.2014 Mohd Shariff
Department of Applied Mathematics and Science, Khalifa University of Science,
Technology and Research, Israel
Principal axis formulations in anisotropic solid mechanics

07.07.2014 Manish Vasoya
Institut Jean Le Rond dAlembert, CNRS, Paris, France
Propagation of tensile planar cracks in heterogeneous media

19.09.2014 Manuel Roppelt
Bachelor thesis, Chair of Applied Dynamics, University of Erlangen-Nuremberg
Implementation of discontinuous variational time integrators for many particle collisions

24.10.2014 Lisa Machata
Bachelor thesis, Chair of Applied Dynamics, University of Erlangen-Nuremberg
Mechanical testing of transtibial foot protheses with regard to energy release and
deformation behaviour

17.11.2014 Theresa Wenger
Project thesis, Chair of Applied Dynamics, University of Erlangen-Nuremberg
Variationelle Integratoren höherer Ordnung für dynamische Systeme mit
Zwangsbedingungen

01.12.2014 Benedikt Rohrmüller
Bachelor thesis, Chair of Applied Dynamics, University of Erlangen-Nuremberg
Modellbildung und Simulation spurgebundener Autorennbahnen

03.12.2014 Fabian Zimber
Project thesis, Chair of Applied Dynamics, University of Erlangen-Nuremberg
Dynamics of a robotic manipulator using closed loop Inverse kinematic and dynamic
algorithms

04.12.2014 Debora Clever
IWR, ORB, University of Heidelberg, Germany
Optimization in robotics and biomechanics with focus on human and humanoid
locomotion
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4.4 Dynamics laboratory

Figure 1: Some of the lab course experiments.

The LTD is in the progress of setting up a dynamics laboratory for teaching purposes. First beginnings
were already made in 2013 and it is gradually taking shape. Within the last year, a number of
experiments has been added and developed. By now, there is an inverted pendulum actuated by
a robot with two linear degrees of freedom and a robot with six degrees of freedom to investigate
optimised trajectories. In addition two experiments with LEGO MINDSTORMS have been prepared
and tested. One of them is a SCARA robot which gives an introduction to kinematics and inverse
kinematics of robots and the question of accuracy can be investigated. The other one is a selfbalancing
robot with which changes in the Simulink control model or the hardware are examinated. Further, a
slot car track is present. So far, one student has written a bachelor thesis on modeling and simulating
the dynamics of a slot car on the track. To reach the desired state of applying optimal control theory
to the slot car track, several more student projects will be assigned. Futhermore, a ball balancer is
in preperation to illustrate closed loop control. A one dimensional and a two dimensional version are
planned. Supplementary, two complete experiments are a gyroscope to demonstrate the conservation
of angular momentum and to study precession and nutation, and secondly, a set of coupled pendula
which can be used to show overlapping frequenzy fluctuation. Moreover, an Atwood machine is planned
to point out basic laws of dynamics and to measure gravitational acceleration. Even though there has
been great progress during 2014, a lot of things remain to be prepared before the dynamics lab takes
place with students for the first time.
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4.5 Summer schools

Singular Configurations of Mechanisms and Manipulators
(16-20 September 2014)

Dominik Budday participated in this CISM course in Udine, Italy. The course was organized by
Dimiter Zlatanov and Andreas Müller and held at the lecture room at CISM. Dimiter Zlatanov, Man-
fred Husty, Oriol Bohigas, Philippe Wenger and Andreas Müller gave lectures on various singularity
related topics, including classification of singularities, analytical and numerical computation of the
singularity set, geometric aspects and applications to mechanisms and robotics. Participants could
exchange their ideas and discuss research projects with each other and the lecturers in between talks.
The group was a great mix of different backgrounds and research topics and engaged in self-organized
after hours social events throughout the week. Udine was a great location for this very informative
and exciting summer school.
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4.6 Press releases

Alexander – aktuelles aus der Friedrich-Alexander-Universität Nr. 96, October 2014
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Handelszeitung Switzerland, Nr. 2, 2015
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5 Publications

5.1 Book chapters

1. T. Leitz, S. Ober-Blöbaum, and S. Leyendecker. Variational Lie group formulation of geometri-
cally exact beam dynamics: synchronous and asynchronous integration. Computational Methods
in Applied Sciences, Z. Terze (ed), Vol. 35, pp. 175-203, Springer, 2014.

2. M. Dellnitz, and M. Ringkamp. Hierarchical Multiobjective Optimization. Lecture Notes in
Mechanical Engineering, Design Methodology for Intelligent Technical Systems, J. Gausemeier,
F.J. Rammig, and W. Schäfer (eds.), Springer, DOI 10.1007/978-3-642-45435-6, 2014.

5.2 Reviewed journal publications

1. F. Demoures, F. Gay-Balmaz, S. Leyendecker, S. Ober-Blöbaum, T.S. Ratiu, and Y. Weinand.
Discrete variational Lie group formulation of geometrically exact beam dynamics. Numerische
Mathematik, DOI 10.1007/s00211-014-0659-4, 2014.

2. G. Johnson, M. Ortiz, and S. Leyendecker. Discontinuous variational time integrators for com-
plex multibody collisions. Int. J. Numer. Meth. Engng., DOI 10.1002/nme.4764, Vol. 100, pp. 871-
913, 2014.

3. M. Schulze, S. Dietz, B. Burgermeister, A. Tuganov, H. Lang, J. Linn, and M. Arnold. Integra-
tion of nonlinear models of flexible body deformation in multibody system dynamics. Journal of
Computational and Nonlinear Dynamics, Vol. 9, DOI 10.1115/1.4025279, 2014.

5.3 Reviewed proceeding publications

1. T. Gail, S. Leyendecker, and S. Ober-Blöbaum. On the role of quadrature rules and system
dimensions in variational multirate integrators. In Proceedings of the 3rd Joint International
Conference on Multibody System Dynamics IMSD, USB, Busan, Korea, 30 June - 3 July 2014.

2. T. Schlögl, S. Leyendecker, S. Reitelshöfer, M. Landgraf, I.S. Yoo, and J. Franke. On modelling
and simulation of dielectric elastomer actuators via electrostatic-elastodynamic coupling. In
Proceedings of the 3rd Joint International Conference on Multibody System Dynamics IMSD,
USB, Busan, Korea, 30 June - 3 July 2014.

3. T. Leitz, S. Ober-Blöbaum, and S. Leyendecker. Variational integrators for dynamical sys-
tems with rotational degrees of freedom. In Proceedings of WCCM XI - ECCM V - ECFD VI,
Barcelona, Spain, 20-25 July 2014.

4. O.T. Kosmas, and S. Leyendecker. Stability analysis of high order phase fitted variational in-
tegrators. In Proceedings of WCCM XI - ECCM V - ECFD VI, Barcelona, Spain, 20-25 July
2014.

5. O.T. Kosmas, and S. Leyendecker. Family of higher order exponential integrators. In Proceedings
of the International Conference on Mathematical Modeling in Physical Sciences, Madrid, Spain,
28-31 August 2014.

5.4 Talks

1. T. Gail, S. Leyendecker, and S. Ober-Blöbaum. Limitations of computing time savings in vari-
ational multirate schemes. GAMM Annual Meeting, Erlangen, Germany, 10-14 March 2014.
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2. M. Koch, and S. Leyendecker. A structure preserving approach to the simulation of non-smooth
dynamics. GAMM Annual Meeting, Erlangen, Germany, 10-14 March 2014.

3. O.T. Kosmas, and S. Leyendecker. Stability analysis of phase fitted variational integrators.
GAMM Annual Meeting, Erlangen, Germany, 10-14 March 2014.

4. H. Lang, J. Linn, and S. Leyendecker. Complex modal analysis for linear beams with Kelvin-Voigt
material. GAMM Annual Meeting, Erlangen, Germany, 10-14 March 2014.

5. T. Leitz, and S. Leyendecker. Simulating underactuated multibody dynamics using servo con-
straints and variational integrators. GAMM Annual Meeting, Erlangen, Germany, 10-14 March
2014.

6. M. Ringkamp, S. Ober-Blöbaum, and S. Leyendecker. Discrete mechanics and mixed integer
optimal control of dynamical systems. GAMM Annual Meeting, Erlangen, Germany, 10-14
March 2014.

7. T. Schlögl, and S. Leyendecker. Variational formulation and finite element modelling of
electrostatic-elastodynamic coupling. GAMM Annual Meeting, Erlangen, Germany, 10-14 March
2014.

8. T. Schlögl, and S. Leyendecker. Electrostatic-elastodynamic finite element modelling of stacked
dielectric actuators. EuroEAP Conference, Poster, Linköping, Sweden, 10-11 June, 2014.

9. T. Gail, S. Leyendecker, and S. Ober-Blöbaum. On the role of quadrature rules and system
dimensions in variational multirate integrators. The 3rd Joint International Conference on
Multibody System Dynamics IMSD, USB, Busan, Korea, 30 June - 3 July 2014.

10. T. Leitz, S. Ober-Blöbaum, and S. Leyendecker. Variational integrators for dynamical systems
with rotational degrees of freedom. WCCM XI - ECCM V - ECFD VI, Barcelona, Spain, 20-25
July 2014.

11. S. Leyendecker, M. Koch, M. Ringkamp, and S. Ober-Blöbaum. A discrete variational approach
to non-smooth dynamics and optimal control. WCCM XI - ECCM V - ECFD VI, Barcelona,
Spain, 20-25 July 2014.

12. O.T. Kosmas, and S. Leyendecker. Stability analysis of high order phase fitted variational inte-
grators. WCCM XI - ECCM V - ECFD VI, Barcelona, Spain, 20-25 July 2014.

13. O.T. Kosmas, and S. Leyendecker. Family of higher order exponential integrators. International
Conference on Mathematical Modeling in Physical Sciences, Madrid, Spain, 28-31 August 2014.

14. S. Leyendecker. A discrete variational approach to hybrid dynamical systems and optimal control.
Invited lecture, IWR Research Group Optimization in Robotics and Biomechanics, Ruprecht-
Karls-Universität Heidelberg, Heidelberg, Germany, 16 October 2014.

15. D. Budday, S. Leyendecker, and H. van den Bedem. Characterizing rigidity in biomolecules with
geometric tools. Poster, BaMBA 9, Davis, California, 22 November 2014.

16. S. Leyendecker, M. Koch, M. Ringkamp, and S. Ober-Blöbaum. Structure preserving integration
of hybrid dynamical systems and optimal control. Foundations of Computational Mathematics,
Montevideo, Uruguay, 11-20 December 2014.
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6 Social events

PhD defense Ramona Maas 13.01.2014

Car crash into new building
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Berg 2014
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6 Social events

Summer excursion to climbing park and devil’s cave

Nikolaus hike
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6 Social events

Christmas party 2014 together with LTM

Chair of Applied Dynamics, Annual Report 2014 48


